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Abstract: The rapid spread of digital technologies has brought many new opportunities, but at 

the same time it has created serious security risks. The aim of this study is to present the common 

risk patterns of Bring Your Own Device (BYOD) practices and self-driving cars in the form of 

a literature review. Although the two areas appear to be far apart, they share similar problems: 

network vulnerabilities, lack of user awareness, and regulatory and management dilemmas. In 

the case of BYOD, the main threats are data theft, malware, and shadow IT, while in the case of 

self-driving cars, they are software updates and the manipulability of sensors and 

communication systems. In both areas, increasing user trust and awareness is key, as 

technological protection alone is not enough. Regulation and management also play a crucial 

role: without a proactive, risk-sensitive approach, security cannot be guaranteed. The study 

concludes that the strategies and attitude studies developed in the world of BYOD can serve as 

lessons for the social and technical introduction of self-driving cars, while the complex 

ecosystem of AVs can also provide new perspectives on corporate information security. 
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1 Cybersecurity risks: parallels between BYOD and 

self-driving cars 

The development of digital technologies has accelerated rapidly in recent decades, 

creating previously unimaginable opportunities while also bringing new 

vulnerabilities. Parallel to the spread of digitalization, everyday and organizational 
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operations have become increasingly dependent on networks, data flows, and 

interconnected systems. This trend is particularly evident in two areas: on the one hand, 

in the increasingly widespread Bring Your Own Device (BYOD) practice in 

companies, and on the other hand, in the rapid development and spread of autonomous 

vehicles (AVs). At first glance, these two areas may seem very distant from each other: 

while one is related to the IT environment at work, the other is linked to the future of 

transportation. However, a closer look at the results of the literature reveals that both 

areas share a common focus on managing cybersecurity risks, protecting sensitive data, 

and mitigating system-level vulnerabilities. Based on these reviews, it is clear that 

whether it is the security of corporate data assets or the safety of transportation, user 

awareness, preventive measures, and an appropriate regulatory framework play a key 

role in all cases. 

In a BYOD environment, organizations allow or tolerate employees to use their own 

personal devices—typically smartphones, tablets, or laptops—to perform work tasks. 

This practice has several advantages: on the one hand, it reduces costs for the company, 

as fewer work devices need to be provided, and on the other hand, it increases 

flexibility, as employees can work on the devices they are accustomed to using. At the 

same time, the literature clearly points out that this model increases the attack surface 

of organizations and presents IT security professionals with new types of threats. 

Research highlights that the most common risks include the loss or leakage of sensitive 

data, the emergence of malware and viruses, unauthorized access, and the use of weak 

or incomplete authentication procedures (Ratchford, 2022; Yeboah-Boateng & 

Boaten, 2016). In addition to these, the phenomenon of shadow IT poses a particular 

problem, whereby employees circumvent official IT regulations and use applications 

or services that are not authorized or controlled (Wani et al., 2020). Researchers 

emphasize that in order to mitigate risks, it is necessary to introduce modern technical 

solutions, such as mobile device management, data transfer and storage encryption, 

and strict access control (Ratchford, 2022). 

The risk factors associated with self-driving cars are based on similar logic, as these 

systems also rely on extremely complex IT networks that are vulnerable due to their 

openness. The operation of AVs is fundamentally enabled by advanced sensors, 

artificial intelligence, and continuous network communication, such as V2X (vehicle-

to-everything) data connections. However, this openness brings with it the risk of 

cyberattacks: there is a real threat of vehicle control being taken over, data leaks, GPS 

signal manipulation, or even disruption of the entire transport system (Nayak, 2024; 

Yousseef et al., 2024). The targets of attacks can be diverse: on-board control units 

(ECUs), software update channels, or even data exchange between the vehicle and 

external infrastructure (De Vincenzi et al., 2024). However, according to experts, the 

security of the AV ecosystem cannot be treated solely as a technical problem. To 

ensure real protection, it is necessary to conduct a comprehensive, system-level 

assessment of risks, set appropriate priorities, and ensure legal and regulatory 

compliance (Lim et al., 2024). 
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The parallel between the two areas can best be seen in the fact that in both corporate 

BYOD practices and the world of self-driving vehicles, the vulnerability of network-

based technologies and a lack of user awareness are decisive factors in determining the 

level of security risks. Just as it is common for employees to underestimate the 

importance of security regulations and data protection in the case of BYOD, it can also 

be a problem with self-driving cars if users place excessive trust in the system or 

deliberately circumvent the rules (Ratchford, 2022; Nayak, 2024). All this points to 

the need for a proactive and preventive security policy in both areas. Such a policy can 

only be truly effective if it combines state-of-the-art technical protection solutions with 

continuous user training and awareness-raising, as well as the creation of an 

appropriate institutional and legal regulatory framework. 

2 User awareness and attitudes: parallels between 

BYOD and self-driving cars 

One of the biggest and most complex challenges in the safe use of technological 

innovations lies not only in the advanced technical background, but at least as much in 

user awareness, risk perception, and related attitudes. Even with the most modern 

security protocols and protection systems in place, if users do not understand or do not 

consider it important to follow the rules, the technology will remain vulnerable. In the 

case of both BYOD practices and autonomous vehicles (AVs), the central question is 

how people perceive the potential dangers, how much trust they have in the 

technology, and how they shape their everyday usage habits. In other words, the 

acceptance and safe operation of technology is not merely a technical issue, but is 

deeply embedded in user behavior and social attitudes. 

Research on BYOD environments consistently shows that employees tend to 

underestimate the critical importance of data security. In many cases, convenience and 

quick access are more important to them than strict compliance with the rules. This 

attitude often manifests itself in risky behavior, such as using weak passwords, 

neglecting multi-factor authentication, or even deliberately circumventing company 

policies (Ratchford, 2022). Research shows that compliance with security regulations 

often takes a back seat to short-term benefits associated with fast and unhindered work 

(Yeboah-Boateng & Boaten, 2016). The phenomenon of shadow IT—when employees 

use unauthorized applications and services—is a particularly good illustration of how 

user attitudes often run counter to organizational expectations. In the interests of 

efficiency and flexibility, employees often take on additional risks, even if this directly 

increases the organization's data security threats (Wani et al., 2020). 

In the case of self-driving cars, user attitudes also play a decisive role in safe use and 

social acceptance. Research shows that for most people, the most important factor is 

perceived safety: if AV technology is considered safe, they are much more likely to 
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accept and try it (Prasetio et al., 2023). However, the opposite is also true: safety 

concerns and lack of trust can be a major barrier to widespread adoption and slow 

down social integration (Moody et al., 2020; Naiseh et al., 2024). Users' perceptions 

are strongly influenced by their familiarity with the technology and their experiences 

with it. The more familiar they become with autonomous driving, the more willing 

they are to try it and the more tolerant they are of the risks (Khoeini et al., 2022). This 

means that social learning and gradual introduction can contribute significantly to the 

acceptance of AVs. 

Trust and responsibility are particularly important factors in both areas. In a BYOD 

environment, it is often observed that employees shift responsibility from themselves 

to the organization, believing that it is the company's job to provide adequate 

protection. In the case of self-driving cars, research shows a mixed picture: some users 

place excessive trust in the technology and are therefore inclined to ignore the potential 

dangers, while others do the opposite, i.e., they are overly skeptical and therefore tend 

to reject the system (Mutzenich et al., 2021). Both extremes carry risks: excessive trust 

can lead to careless use, while excessive fear can lead to rejection of the technology, 

which also hinders the development and social utilization of innovation. 

Based on a summary of the literature, it is clear that user awareness, trust, and attitude 

management are not solely technical issues, but require an interdisciplinary approach. 

Research methods used in the BYOD environment, such as questionnaire surveys of 

risk perception and risk-taking (Ratchford, 2022), can be easily adapted to the world 

of self-driving cars, where the examination of social acceptance and safety perceptions 

is also of central importance (Olayode, 2023; Nazari, 2024). This suggests that lessons 

learned in different areas of technology can be mutually beneficial, and that 

consciously shaping user attitudes is an essential prerequisite for the successful and 

safe introduction of both corporate and transportation innovations. 

3 Legal, regulatory, and management aspects: BYOD 

and self-driving cars 

Nowadays, technological progress not only poses new challenges for society and 

organizations in purely technical terms, but also generates serious tasks at the legal, 

regulatory, and management levels. The rapid pace of innovation often outstrips the 

adaptability of legislation and management practices, resulting in regulatory responses 

that are often slow and reactive. This is particularly evident in two areas: the Bring 

Your Own Device (BYOD) practice that is becoming widespread in companies and 

the rise of autonomous vehicles (AVs). Although the two areas have different 

operating logics, what they have in common is that they create new situations to which 

the legal and institutional toolkit can often only adapt retrospectively. 
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When it comes to BYOD, one of the most significant dilemmas for corporate 

management is how to strike the right balance between the benefits of flexibility and 

security requirements. The use of personal devices can increase work efficiency and 

contribute to employee satisfaction, but it also carries clear risks in terms of both data 

security and legal compliance (Ratchford, 2022). In addition, organizations face 

compliance obligations such as the GDPR data protection regulations or the NIS2 

cybersecurity directives, which place a heavy burden on management. The challenge 

is particularly acute in that the organization is also responsible for protecting company 

data stored or processed on employees' privately owned devices (Enterprise Defense, 

2023). Research emphasizes that a successful BYOD policy cannot be limited to 

technical protection, but must also take into account legal and ethical considerations, 

such as the fair treatment of employees and the fundamental right to data protection 

(Lam, 2024). 

In the case of self-driving cars, the regulatory and legal challenges are even more 

complex. One of the central issues is determining liability: who bears the consequences 

of a possible accident—the vehicle owner, the software developer, the vehicle 

manufacturer, or perhaps the transportation authority? (Nayak, 2024). According to 

the literature, the safety ecosystem of AVs can only function reliably if there is a clear 

and detailed legal framework governing data collection, data transmission, and the 

process of system updates (De Vincenzi et al., 2024). In the case of software-controlled 

vehicles, special attention must be paid to the control of software updates, the security 

of the supply chain, and the management of risks associated with third parties. These 

factors pose significant risks not only from a technical perspective, but also from a 

legal and management perspective (De Vincenzi et al., 2024). The establishment of an 

appropriate regulatory framework is therefore a prerequisite for the safe social and 

economic introduction of self-driving vehicles. 

4 Summary and future research directions 

A review of the literature examining the cybersecurity, user, and regulatory aspects of 

BYOD and self-driving vehicles clearly shows that, although the two areas appear 

separate at first glance, they are in fact closely related in many ways. The common 

denominator is provided by three key factors: the presence of cybersecurity risks, the 

role of user awareness and attitudes, and regulatory and management challenges. 

Future research should move in several directions. On the one hand, a deeper and more 

systematic examination of the effectiveness of user awareness programs is needed. On 

the other hand, interdisciplinary approaches are needed that can combine technical, 

legal, management, and social science perspectives. Thirdly, emphasis should also be 

placed on harmonizing international regulatory frameworks, as digital technologies by 

their very nature do not stop at national borders (Lam, 2024; Kaufman, 2022; Nayak, 

2024). 
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Overall, comparing the two areas offers an opportunity to develop comprehensive and 

integrated security models that address technical vulnerabilities, user factors, and 

regulatory challenges simultaneously. This holistic approach will be key to ensuring 

that digital technologies become truly secure, reliable, and widely usable in the future. 

The examples of BYOD and self-driving cars clearly show that the success of 

innovation depends largely on whether technical solutions can be successfully 

integrated into legal and institutional 
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